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ABSTRACT 2. SYSTEM MODEL

We consider a synchronous downlink of a DS-CDMA system.
In this paper, we propose a modified least-square unconsttai The transmitted signal(i) is given by:
frequency-domain block adaptive filter for chip-level egua
ization of the downlink of a DS-CDMA system. The modi- _ L i _ .
fication allows us to refine the equalizer coefficients and im- (i) = Z {al ({NJ) a1 (mod(i, N)) S(l)} @)
prove the convergence and tracking by reducing the misad- =t
justment error. We also analyze the impact of the wrap-atounyhere; stands for the-th user,a;(m) is them-th symbol,
effect that is introduced by the circular convolution. Suchcl(i) is the spreading sequendé,is the length of the spread-
analysis takes into accoun_t the positipn of the FFT_Window,ng sequence (spreading factor) and) is a random com-
the channel’s phase, the signal-to-noise ratio per bit had t plex scrambling sequence. For this paper, we assume(that
system load. are Walsh-Hadamard sequences, which can assume the values
+1. The scrambling sequensg) is an uniformly distributed
random sequence that can assume the vatues j)/v/2 and
that N = 64 for all simulations.
1. INTRODUCTION The received signal(i) is represented by:

r(i) = hTx(i) 4+ n(i) 2
Linear chip-level equalization for downlink broadband CBM
systems can be a computational demanding task due to théhereh = [h(0) h(1) --- h(M —1)]7 is the channel vector
adaptation of a large finite-impulse response (FIR) eqerliz With M coefficientsx(i) = [z(i) z(i—1) -+ x(i—M+1)]"
and the signal filtering process. This functionalities can b is the signal vector and(:) is an additive white Gaussian
efficiently implemented in the frequency-domain through th noise with variance?.
Fast Fourier Transform (FFT), resulting in the so-calles fr
quency domain block adaptive filter (FDAF) [1],[2]. Such 3. FREQUENCY-DOMAIN EQUALIZATION

technique uses the least-mean squares (LMS) algorithm angime dispersive channelsin CDMA systems break the spread-
was extensively analyzed in the literature [3]. Lately,tlse  ng codes orthogonality generating multiuser interfegei@ne
of the cyclic prefix (CP) to generate a circular convolutionyay to mitigate this problem in a synchronous downlink is to
has given a new impulse on this approach, since it can furthgfse a linear chip-level equalizer. Considering a FIR filtiethw
simplify the signal equalization. Based on the circular FDA  coefficients, the complexity involved in the filtering pro-
(CFDAF) technique, we propose in this paper a least-squargss of each spread symbol in a time-domain implementation
frequency-domain adapti_ve filtering techr_wique t_hat is Eimi s proportional to©{N2}. On the other hand, the complex-
to the FDAF in complexity and can achieve higher perfor-ty of a frequency-domain implementation using the FFTt(fas
mance in time-varying channels. convolution) is proportional td{2N log, 2N'}. For N > 8,

This paper is organized as follows. In Section 2, the systhe frequency-domain approach is more efficient and, spe-
tem model is presented. The proposed frequency domain-eq@ially for moderate and large values df, it largely reduces
ization technique is described in Section 3. Section 4 asses the implementation complexity. Furthermore, the adaptati

the performance and, finally, the conclusions are stated ifif the filter coefficients with a least-mean square (LMS) algo
Section 5. rithm can have similar complexity savings with the use of the

fast correlation technique that also uses the FFT.
A classical implementation of a FDAF using the mini-
*Thanks to FAPESP, project 2002/12216-3, for funding. mum mean square error (MMSE) criterion is described in [3]
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Instead of using the stochastic steepest-descent version o
(4), we can achieve the same solution by using a least-square
approach to achieve (5):

H(k,m) = H(k,m — 1)+
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o2 whereD(k, m) is the Fourier transform af; (m){c;(mod(i+
opon) mN, N))s(i+mN), the estimation of ;> needs a constraint
L w® - to avoid instability and is a small constant.

This least-square approach allow us to refine the channel

coefficients estimation through tap-selection and winadaowi
and is depicted in figure 1. One interesting characterigtic oin the time-domain, improving convergence and tracking per
the frequency-domain approach is that the FFT can separdi@mance [6]. The refining process is defined by:

the adaptation of the filter parameters. In addition, updgati h— DFT- I{H}

with a normalized LMS algorithm improves convergence and

Fig. 1. FDAF equalization technique

tracking [4]. In the unconstrained FDAF (UFDAF), the con- h(i) =0, fori> M

straint on the gradlen_t calculation is el!mlnated_ whlchesay humas = max{|h|2} )
some complexity, but it may lead to a biased Wiener solution . P

due to the wrap-around effect [5]. However, if FIR identifi- h(n) = { h(n), if [h(n)]* > Bhmaa

cation is performed with the UFDAF, it is possible to achieve 0, otherwise

the unbiased Wiener solution if the size of the FIR filter to be H = DFT{h}

identified is smaller or equal thax. and we usdl to obtainV (k).

If a CP of appropriate size, i.e., equal or larger than the |+is \worth noting that refining 7 2(k) does not yield good

channel impulse response, is used in the transmission, it [agts, since the time-domain counterpart is usually com-

possible to use a circular FDAF (CFDAF) approach. Thlsp sed by many small components. On the other hand, the
technique does not need to use any constraint, since the r€siimation ofs2 2 (k) may be improved by the refining tech-

ceived signal appears to have been circularly convolutéd wi nique. However, we would have to ua' divisions to calcu-
th? channel so that the-th received symbol can be written |5te 11 (). Since divisions are more complex than products,
as. we prefer to directly obtaie ;2 (k).

R(k,m) = H(k)X (k,m) + N(k) (3) This least-square approach can also be employed with the
where H (k) is the discrete Fourier transform (DFT) of the UFDAF [7]. Thus, we propose to use the least-square ap-
channel X (k, m) is the DFT of then-th spread symbol and proach with the above coefficients refining technique in the
N (k) is the DFT of the additive Gaussian noise. synchronous downlink of a non-CP DS-CDMA system.

In this context, the mean square error (MSE) of the linear
chip-level equalizer for the considered DS-CDMA system car’ll3 1. The proposed technique
be written as: If implemented with an FFT of siz&’, we would not capture

. part of the dispersed symbol and the wrap-around effect in
Juse(W(k)) = E{a(m)Cy(k,m) =W (k)R(k,m)} (4) e filtering would have a large impact in the performance.

whereE{-} is the expectation operataf; (k, m) is the FFT However, with a2 N-point FFT, we are able to capture all

of the spreading codg; (mod(i+mN, N))s(i+mN)}, (-)* the dispersed symbol and the wrap-around effect is greatly

is the conjugate operator afl (k) is the k-th bin equalizer reduced as we are 90‘“9 to see Iatgr. -
coefficient. The proposed technique is depicted in figure 2. Note the

since {c;(mod(i + mN, N))s(i +mN) is independent addition of delayA that controls the position of the FFT win-

and has an unitary variance, the solution that minimizegs(4) doW is limited by0 < A < N. The largerA, the larger will
be the number of past samples in the FFT window with re-

iven by:
g Y o2 N H* (k) spect to the training sequence. For a smallewe have more
W(k) = —= p (5)  future samples. The role of this deldy as we are going to
R see is equivalent to the delay used in the training sequence o

whereo?, = LNo?|H (k)|* + No2. a conventional adaptive equalizer.



Nl Similarly, the power of each frequency bin is given by:

N T %
: y[mN *
r(Nm+2)-A-1) l c (kml : y[N(mfﬂ)_J] U%%(k) = E{R(kv m, A)R (k’ m, A)}
- = B{f(k)Ir(m, A)rf (m, A)THFH (k)} ©
Kk = f(k)IJE{r(m, A)rH (m, A)}IT£H (k)
. é - g? b s = f(k)JR, . JE£H (k)
i
Re—t— | wheref(k) is the k-th row of the matrixF andR,., is the
G(O)sTN) o autocorrelation matrix of the received signal.
f Finally, th li fficient :
am q(N4)s(gN+N—1) D(k.m) Inally, the equalizer coe ICle(n )S are
; H*(k
: W(k) = —-= 10

Fig. 2. Enhanced UFDAF equalization technique
In order to show how the position of the FFT window af-

. . fects the equalizer performance, we measure the MSE:
The first N samples of the equalizer’s output are kept for

despreading and the rest is discarded. A+N-1
Due to the presence of the delay the importantsamples  Jusg(h,A) = Z E {|:c(mN +i—A) —~yi(m,i, A)|2}
to keep inh are the ones going froth to A + M and the rest i=A 1)
2N—-1

can be set to zero.
wherez(m,i,A) = & Z R(k,m, A)YW*(k)ei2mki/2N

4. PERFORMANCE ASSESSMENT Let us defineW = diag (W(0),W(1),- -, W(2N — 1),

. 1 . |
In the next subsections, we show how the position of the FF‘V(k> as thek-th line of F and expanding (11), we get:

window with respect to the training sequence impacts on the J (h, A) =
mean square error (MSE) of the equalized signal. We also MSEAT, &) =
compare the performance of the UFDAF with the traditional A%_l

2 H HypH H H
FDAF technique with respect to signal-to-noise ratio pér bi {% —q" (k) J"F"Wg,' — g, W FJq(k)

(E»/N,), number of active users, convergence time and track- k=4
ing capability. + 2 g WHFIR,, JHFIWgH
4.1. Position of the FFT window and the M SE (12)
o where  qff (k) = E{z(nN + k)r" (n,k)}
The solution to the channel estimator in the proposed tech-
. o ) _ .2 Hqg ... = f* i i
nique is given by: =02 |0 0 h* 0 0|, gr = £*/2N and~ is a gain
k
On-axn compensation to avoid any bias in the analysis and that opti-
H = o2diag{ FIH | Oonwxn  Inxn | JHFH mal value is given by:
Oaxn
®) S G (W H g+ g WFa(k
whereF is the discrete Fourier transform matrix of dimension = 1 (k) g, +erWFa(k)
0o 1= (13)
2N x 2N, J = . , andH is the convolution 2 Y g, WHFR,, FHIWgl
1 0 k=d
matrix:

Figure 3 illustrates the MSE (12) as a function of the delay
[ h(0) -+ h(M-1) 0 0 1 A andthree different channels, all having the same frequency
amplitude responses, but different phase responses. ahe ch

0 h(0) (M = 1) nels used are: a minimum phase chaniiét) = 0.8944 +
0 0 h(0) 0 0.44722~%, a linear phase responsé(z) = 0.6325+
0 0 h(0) (M = 1) §0.4472272 + 0.63252~* and a maximum phase response

H(z) = 0.4472 + 0.89442~%. For a linear equalizer that
: : : . . : tries to invert a minimum phase channel, the more past sam-
0 0 0 e 0 h(0) ples available (large value df), the lower is the MSE. The




—8— UFDAF
—%— FDAF

64 active users

MSE

16 active users

10° L L L L L L 10° L L L L
0 10 20 30 40 50 60 0 2 4 6 8

A Ebl/[l)\lo(dB)
Fig. 3. MSE as a function of the position of the FFT window Fig. 4. Bit error rate for 64 and 16 users for a block Rayleigh

of the UFDAF andr2 /o2=20dB. fading channel with relative delay 07, 67, 97, and12T,
and respective powers of 0dB, -1dB, -3dB, -6dB, -9dB.

opposite is seen for the maximum phase channel and the nogpparent only with highef, /N, and full system load. In
minimum phase channel is better equalized with an intermesuch a case, the equalizer will tend to invert the channe}, pr
diate delay. Therefore, the best delay can be chosen if Wgucing a larger equalizer. Hence, the distortion genetayed
know the channel phase. Note that, due to the construction @fie circular convolution becomes more important, degmadin
the input of the FFT, a large delay means a small delay in the BER. For lower system loads, the performance is equal to

the training sequence used for adaptation of an equalizer. | the FDAF technique for the wholg, /N, simulated range.
worth noting that, for the MSE calculation, the equalizer co

efficients were obtained with perfect channel and noise pow:
knowledge.

A similar analysis of an equalizer that uses a larger FFT tdhe main advantage of the proposed technique is that it en-
equalize a system without CP was made in [8]. However, thables the use of a tap-selection and windowing of the esti-
equalizer coefficients are different from the ones utilihede  mated channel coefficients, keeping the overall complexity
and it uses only random Rayleigh channels, which shows thatose to the FDAF technique. This procedure allows us to
an intermediate delay gives the lowest error. Nonetheiess, improve the quality of the estimator and obtain faster con-
does not give any indication of the relationship between th@ergence and superior tracking in comparison to the FDAF
channel’s phase and the FFT’s window paosition with respediechnique.
to the training sequence. In order to illustrate these characteristics, figure 5 shows
the BER as a function of the number of iterations of each
technique for a three-path Rayleigh block fading channtd wi
relative delays 047, and127, and respective relative pow-

In these simulations, we use a DS-CDMA system with QPSkers of 0dB, -3dB and -6dB. In figure 6, we show the BER for
symbols. We assumed a Rayleigh channel with relative dea time-varying Rayleigh channel withyNT, = 2 x 10~4,
layso, 27, 67, 97, and12T, with T, being the chip period, and paths with relative delays equalp2T.,, 6T, 97, and

and respective powers of 0dB, -1dB, -3dB, -6dB, -9dB. Thel2T, and respective relative powers of 0dB, -1dB, -3dB, -
choice ofA was based on the following assumptions: 1) we6dB and -9dB. The adaptation was done considering 32 active
do not know which is the channel’s phase, due to its randorasers and one pilot code with the same power of a single user.
nature; 2) we assume that the behavior of the BER versubhe spread symbols are BPSK. The BER for both simulations
the choice ofA for a given channel will be very similar to were obtained for 3000 channel realizations. The BER for
the MSE behavior shown in previous subsection. Thereforehe time-varying channel was measured after 250 iteratmns
we make a conservative choice, setting the delay to an inteacquire the channel and each block is composed of 700 sym-
mediate value oA = 32 for the UFDAF. Since the FBAF bols. The FDAF estimates the inverse of the power of each
has a similar behavior under these assumptions, we have alsequency bin to achieve faster convergence. The inverse of
chosen an equivalent training delay equal to 33. The coeffithe power of each frequency bin was estimated using the al-
cients for both techniques were obtained with perfect celnn gorithm described in (6). The adaptation step-sizes foheac
knowledge. We show the bit error rate (BER) verdiigN,  technique were chosen through simulations in order to nbtai
in figure 4. the best performance. Finally, a delay of 32 was chosen for

The degradation of the proposed technique becomes sligbtiyh UFDAF and a training delay of 33 for the FDAF.
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%.3. Conver gence and tracking assessment

4.2. Sensitivity tothe E, /N, and number of active users
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Fig. 5. Time to convergence measured in terms of BER for &ig. 6. BER for time-varying channel witlid NT, = 0.0002,
three-path Rayleigh block fading channel with relativeagtel paths with relative delay equal & 2T, 67, 97, and127,
0,47, and12T, and respective relative powers of 0dB, -3dB and respective relative powers of 0dB, -1dB, -3dB, -6dB and
and -6dB. -9dB.

From both simulations, it can be seen that the UFDA 2] G. Clark, S. Parker, and S. Mitra,
has lower performance than the FDAF. However, the UFDAF 4 time- and frequency-domain realization of fir adaptive
using the channel refinement method can achieve the lowest digital filters,” Acoustics, Speech and Signal Processing,
BER with approximately the same computational costdueto |zgg Transactionson, vol. 31, no. 5, pp. 1073-1083, Oct
better tracking and lower misadjustment of the equalizerco  1gg3.
efficients.

“A unified approach
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