Abstract—We consider the problem of code acquisition at low signal to interference and noise ratio (SINR) in packet-based spread spectrum communications, where a centralized “pilot” synchronization signal and high-precision oscillators are not available. Such problems arise in the context of ad-hoc networks, for example, which require fast code acquisition times and gradual degradation of the network with decreasing SINR.

We motivate the use of the “postdetection integration” approach, which utilizes the energy of multiple bits in a packet, for code acquisition at low SINR. We present the implementation of a fully parallel architecture which simultaneously looks at all possible code alignments over multiple bits. This leads to a drastic reduction in acquisition time compared to serial search methods. We report some preliminary simulation and experimental results from a hardware prototype of a transceiver on which the code acquisition algorithm was implemented.

I. INTRODUCTION

Spread spectrum communication techniques are popular for several reasons including resistance to narrowband interference and jamming, multipath rejection and suitability for multiple access [1], [2], [3].

Currently deployed spread spectrum based communication networks, for example 802.11b [4], support high data rates at high signal to interference and noise ratio (SINR) for asynchronous packet-based communication. They otherwise require a separate pilot channel for synchronizing their communication to a pilot signal. In one-to-many downlink transmissions in cellular networks, for example IS-95 [2], the mobiles synchronize to the pilot signal sent by the base station. The synchronous communication using a pilot channel leads to the loss of power even in the absence of useful communication.

The operation at high SINR leads to a corresponding spatial profile which is narrow and steep, as a longer range leads to lower SINR at the receiver if the transmitted power is constant. The spatial range of networks can be extended using a higher processing gain in spread spectrum communication at the cost of lowering the data rate. This will facilitate a gradual degradation of network rather than a complete breakdown at low SINR.

Signal reception at low SINR poses many challenges. For accurate demodulation, the receiver needs to synchronize to the carrier frequency and phase of the transmitted signal. Symbol detection at the receiver requires synchronization to the clock used at the transmitter for generating the spreading code and data symbols. It further requires discovering the start of the spreading sequence in the received signal for correct de-spreading operation at the receiver. These synchronization operations take place in two steps [1], [2], [3], [5]:

- **Acquisition**: This step searches for the start of the pseudo noise (PN) code in the received signal for precise de-spreading operation.
- **Tracking**: This step performs fine synchronization of the receiver clock to the clock used for generating the data symbols and spreading code at the transmitter. For coherent demodulation, it also performs carrier recovery functionality at the receiver.

Tracking is done after code acquisition as the SINR per chip is typically too low to accurately determine chip transitions without leveraging the spreading gain of the code acquisition method. At low SINR, error correction techniques could be used for reliable estimation of transmitted data symbols even if a significant percentage of raw data symbols are erroneous.

Code acquisition requires testing all the possible hypotheses for correct alignment of the code phase in the received signal with a PN correlator used in the de-spreading operation for data symbol detection. This hypothesis testing was traditionally carried out in a serial manner [1], [6], [7] as the hardware complexity, cost and size prohibited use of parallel correlators for reducing the acquisition time. It is interesting to note that the tradeoff was mentioned a couple of decades back in [1] where the authors hinted at more parallel implementations in the future with improving VLSI technology.

Confident about being on the right side of the Moore’s law, we present a fully parallel VLSI implementation for code acquisition at low SINR. The implementation is based on the “postdetection integration” method described in [3] and looks at the energy of multiple bits in a packet for correct alignment of the spreading code at the receiver.

The remainder of the paper is organized as follows. Sections II and III describe the physical layer model and the code acquisition algorithm, respectively. Section IV states the modifications made to the algorithm to make it suitable for implementation on available hardware. Section V demonstrates the performance of the algorithm on stored data samples captured over the wireless medium. Section VI describes the implementation of the algorithm on a hardware prototype.
along with experimental results. The conclusions are presented in Section VII.

II. PHYSICAL LAYER MODEL

A. Model for Transmitted Signal

We assume that direct sequence spread spectrum modulation, with Binary Phase Shift Keying (BPSK) is used. The signal transmitted for a packet at baseband is $x(t)$, where

$$x(t) = d(t)c(t),$$

$d(t)$ is the data signal and $c(t)$ is the spreading signal. Both signals take on values in $\{-1, +1\}$.

The data packet has $R$ bits, $b_1, b_2, \ldots, b_R$. The time duration of a bit transmission is $T$ seconds. The data signal is defined as

$$d(t) = \begin{cases} b_j, & \text{if } (j-1)T \leq t < jT \text{ where } 1 \leq j \leq R \\ 0, & \text{otherwise} \end{cases}$$

where $b_j \in \{-1, +1\}$

The processing gain is $m$ and the chip duration is $T_c$ seconds, where $T_c = T/m$. In other words, $m$ chips are sent per transmitted bit. The spreading sequence is a random sequence of $m \times R$ chips and it is known at the receiver. The $i^{th}$ chip is $c_i \in \{-1, +1\} \forall i$. The spreading signal is defined as $c(t) = c_i$, if $(i-1)T_c \leq t < iT_c$.

The baseband signal $x(t)$ is passed through a linear pulse shaping filter $H(f)$ with impulse response $h(t)$ to reduce interchip interference (ICI) and limit the signal to its allocated spectrum. It is finally up-converted to a RF frequency $\omega_c$ as shown in Figure 1.

The transmitted signal is

$$s(t) = A'(x(t) * h(t)) \cos(\omega_c t),$$

where $A'$ is an amplitude parameter that determines the transmission power.

B. Model for Received Signal

The received signal $r(t)$ is represented by

$$r(t) = as(t - t_0) + v(t) + n(t)$$

where $a$ is the signal attenuation factor, $v(t)$ is an interference signal caused by other packet transmissions, $n(t)$ is additive white Gaussian noise and $t_0$ is a time offset denoting the start of packet transmission. For ease of exposition, we assume $t_0$ equal to zero.

The received signal can be written as

$$r(t) = A(x(t) * h(t)) \cos(\omega_c t) + V(t),$$

where $A = A' \ast a$ and $V(t) = v(t) + n(t)$ is assumed to be a zero mean Gaussian random process.

C. Down-conversion and Matched Filtering

The receiver RF signal is down-converted into two branches I and Q using oscillators at frequency offset $\Delta \omega_c$ and phase offset $\phi$ with respect to the carrier of the received signal as shown in Figure 2. The oscillators for the I and Q branches operate at the same frequency and are $90^\circ$ out of phase (they are typically generated using a single oscillator for the I branch and an appropriate delay element before the Q branch).

It is then passed through a matched filter $H^*(f)$ which is matched to the pulse shaping filter used at the transmitter. The corresponding signal received at baseband can be written as

$$r_{bb}^{(I)}(t) = A x(t) \cos(\Delta \omega_c t + \phi) + V^{(I)}(t),$$

$$r_{bb}^{(Q)}(t) = A x(t) \sin(\Delta \omega_c t + \phi) + V^{(Q)}(t),$$

where $V^{(I)}(t)$ and $V^{(Q)}(t)$ are assumed to be zero mean Gaussian random processes with variance $V_o/2$. 
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III. CODE ACQUISITION ALGORITHM

A. Energy Detection

The detection of a signal with an unknown phase can be accomplished using a non-coherent detection mechanism as shown in Figure 3 [3]. Both baseband signals \( r_{bb}^{(I)}(t) \) and \( r_{bb}^{(Q)}(t) \) are passed through a de-spreading correlating structure and then combined (addition of squares) to detect the energy of the signal. This detection structure is referred to as a quadratic detector [8].

![Energy Detector Diagram](image)

Under perfect code alignment, the outputs of the despreaders are

\[
x_{bb}^{(I)}(t) \approx Am \cos(\Delta \omega_c t + \phi) R(\tau) + I(t)
\]

\[
x_{bb}^{(Q)}(t) \approx Am \sin(\Delta \omega_c t + \phi) R(\tau) + I(t)
\]

where \( I(t) \) is zero mean Gaussian process with variance \( V/2 \) and \( V = m V_0 \). \( R(\tau) \) is the auto-correlation of the PN sequence and accounts for the chip timing error even at correct alignment of code phase and \( m \) is the number of chips per bit. The chip timing error is rectified in the tracking phase which typically follows code acquisition [1], [2], [3].

The average value of the quadrature detector output at perfect code alignment is given by

\[
E[Z(t)] = E[(x_{bb}^{(I)}(t))^2 + (x_{bb}^{(Q)}(t))^2] = M_D^2 = m^2 A^2 R^2(\tau)
\]

This detector is analyzed in [3] for probability of detection \( P_D \) given a probability of false alarm \( P_{FA} \) and SINR \( \mu \) defined as \( M_D^2/V \).

B. Limitations on Long PN Correlation

Hardware complexity and cost prevent the use of a unique PN sequence across the packet. Therefore, many spread spectrum systems use the same PN sequence to encode every data bit.

C. PostDetection Integration

Postdetection integration (PDI) [3] has been suggested as a method for improving probability of detection \( P_D \) for a given probability of false alarm \( P_{FA} \) and SINR \( \mu \) by using multiple observations. A new variable \( D_{quad}(t) \) can be used as a test statistic for this quadratic detector where

\[
D_{quad}(t) = \sum_{i=0}^{L-1} Z(iT)
\]

\( L \) is the number of bits summed over (equivalent to number of observations). \( T \) is the time period for a data symbol and is equal to \( m \cdot T_c \) where \( m \) is the spreading ratio and \( T_c \) is the chip period. This operation in essence looks at the energy of multiple bits in a packet.

According to [3], the probability of false alarm is given by

\[
P_{FA} = e^{-\theta/V} \sum_{k=0}^{L-1} \left( \frac{\theta/V}{k!} \right)^k
\]

and the probability of detection is given by

\[
P_D = \int_{\theta/V}^{\infty} \left( \frac{x}{L \mu} \right)^{(L-1)/2} e^{-x + L \mu} I_{L-1}(2\sqrt{L \mu x}) dx
\]

where \( \theta \) is the threshold for packet detection and \( I_{L-1}(\cdot) \) is the \((L - 1)\)th order modified Bessel function.

The integral for \( P_D \) is the \( L^{th} \)-order Marcum Q-function [9], [8]. This integral is analyzed for large \( L \) in [8] using Gram-Charlier series. It is shown that for fixed probability of detection \( P_D \) and probability of false alarm \( P_{FA} \), the minimum SINR required is proportional to \( \sqrt{L} \). For example, if the minimum SINR required for a particular \( P_D \) and \( P_{FA} \) under a single observation \( (L = 1) \) is \( \alpha \), then to have the same \( P_D \) and \( P_{FA} \) for the SINR level at \( \alpha/10 \), the number of observations need to be repeated hundred times \( (L = 100) \).

Since the performance of the PDI detector improves with the length of the summation \( L \), one could theoretically improve performance (albeit at the risk of increasing hardware cost) by summing over the total number of bits in the packet \( (L = R) \). This assumes perfect chip timing recovery at the receiver which is typically conducted after the code acquisition phase. Therefore, the optimal number of bits to be summed over for detection is dependent on the relative drift between the clocks used for chip generation at the transmitter and receiver. Once the clocks drift by more than a chip period, the code phase changes and subsequent addition of bits does not improve performance \((R(\tau) = 0 \text{ for } |\tau| > T_c)\).

IV. PRACTICAL CONSIDERATIONS

The code acquisition algorithm has been described in continuous time in Sections II and III but the baseband section of the algorithm is implemented in digital reconfigurable
logic using a field programmable gate array (FPGA). This requires a digital-to-analog and analog-to-digital conversion for interfacing the FPGA to RF transceivers which transmit and receive signals over the wireless medium.

The digital implementation of the algorithm described in Section VI computes the algorithm output every \( T_s = T_c/n \) seconds where \( T_c \) is the period per chip, \( T_s \) is the analog to digital converter (ADC) sampling period and \( n \) is the number of samples per chip. This leads to a completely parallel implementation of the algorithm and a low acquisition time as a parallel search is performed over all possible code phases in the packet.

Spread spectrum radios perform code acquisition before carrier recovery for low SINR operation. Ideally, we would like to perform the PLL operation on the FPGA after the code acquisition stage. We used an off-the-shelf RF receiver for down-conversion which has phase-locked loops (PLLs) for carrier recovery. This leads to code acquisition (implemented on the FPGA) being performed after the carrier recovery phase. Hence, we could not perform very low SINR operation as the PLL’s fail at low signal strength. Since we could do coherent demodulation at moderate SINR, we just implemented the I branch of the energy detector described in Section III-A.

To reduce the complexity of implementation for the code acquisition algorithm, we used the following test statistic

\[
D_{abs}(t) = \sum_{i=0}^{L-1} |x_{bb}^{(t)}(iT)|
\]

This detector sums the absolute values of the de-spreader output for detecting energy using multiple bits. The next two sections discuss the performance of the code acquisition algorithm using the detector described above and the implementation of a completely parallel architecture which simultaneously looks at all the possible code phase alignments over multiple bits in a packet.

We believe that we can implement a similar architecture for the code acquisition algorithm described in Section III if we are given a suitable RF transceiver. Our future research involves the design of a custom RF receiver which allows us to closely replicate the optimal code acquisition algorithm for low SINR operation in hardware.

V. RESULTS OF OFFLINE PROCESSING IN A CONTROLLED ENVIRONMENT

We evaluated the performance of our algorithm through offline processing of measured data obtained from wired transmission through attenuators. The attenuators were set such that the received signal level is \(-110 \text{ dBm}\), measured at the receiver antenna output. We implemented a packet transmitter and a digital IF samples receiver on a Virtex-4 FX FPGA [10] on the Memec Virtex-4 FX LC development kit. This FPGA is interfaced to the computer using Gigabit Ethernet for collection of large blocks of data at extremely fast rates for offline processing. This makes our data acquisition prototype low-cost and mobile, and eliminates the requirement for expensive and bulky deep memory logic analyzers.

An evaluation board for the AD9862 chip, a Mixed Signal Front-End (MxFE) Processor from Analog Devices, is used for converting a digital signal from the FPGA board to an analog intermediate frequency (IF) signal as well as for converting an analog IF signal to digital. On the transmit (Tx) path, the MxFE has two 14-bit 128 MSPS D/A converters and digital mixers for frequency up-conversion. On the receive (Rx) path, the MxFE has two 12-bit A/D converters that could sample up to 64 MSPS. The output of the DAC and the input of the ADC are centered at 44 MHz.

The MxFE board is interfaced to a transceiver evaluation board from RFMagic, which works at the RF frequency of 2.4 GHz (ISM band). On the RF side, this board is interfaced to commercially available antennas or an attenuator for controlled tests.

The received samples from the ADC are sent to the computer where they are stored for analysis. The proposed algorithm is implemented in software and its performance is analyzed using the stored samples. This setup provides us with a powerful tool to capture packets over the air or in a controlled environment using attenuators and improve our algorithm based on real wireless data samples.

Figures 4 and 5 show \( D_{abs}(t) \) computed off-line every sampling period for data obtained from actual packet transmissions received by our RF front end hardware and data collection system. In this implementation, \( n = 16 \) samples/chip, \( m = 50 \) chips/bit and the packet length \( R \) along with the observation interval \( L \) is equal to 40 bits.

For Figure 4, the received signal consists of on-off packet transmission at regular, equally-spaced intervals. The triangular envelope depicts the algorithm output when the the packet slides in and out of the PDI detector. The peak of each envelopes coincides with the correct time for code acquisition and is obtained by looking at the energy of all the bits in the packet.

Figure 5 shows results for a continuous packet transmission with no interval between consecutive transmissions,
Fig. 5. Algorithm output every sampling cycle with continuous transmission and received input signal strength $-110$ dBm

and provides close-up detail of the peaks within the packet transmission time interval. As expected, the peaks recur after every $m \times n = 800$ sampling periods, i.e. one bit period. These results show that the algorithm is able to effectively process low-level signals obtained from our prototype data collection system.

VI. PROTOTYPE IMPLEMENTATION

A. Hardware Prototype

We have implemented the detection part of the algorithm on a digital prototyping board which hosts a Xilinx Virtex-II Pro (XC2VP20) FPGA on it. This board has been developed by our research group and provides all the necessary functionalities for a complete wireless MAC and PHY layer implementation. A brief summary of the FPGA implementation is shown in Table I. For understanding these parameters one can refer to the Virtex-II Pro documentation [11]. We use the same AD9862 and RFMagic evaluation boards mentioned in Section V to complete our transceiver. The area utilized on the FPGA is proportional to the spreading ratio ($m$) and number of bits of the packet observed by the algorithm ($L$). The hardware setup in the lab is shown in Figure 6.

<table>
<thead>
<tr>
<th>Logic Distribution</th>
<th>Used</th>
<th>Avail.</th>
<th>Utilized</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of 4-Input LUTs</td>
<td>4054</td>
<td>18560</td>
<td>21%</td>
</tr>
<tr>
<td>Number of BRAMs</td>
<td>85</td>
<td>88</td>
<td>96%</td>
</tr>
<tr>
<td>Number of bonded IOBs</td>
<td>28</td>
<td>356</td>
<td>5%</td>
</tr>
</tbody>
</table>

TABLE I
FPGA IMPLEMENTATION DETAILS.

B. Experiment settings

We have used the following parameters for implementing our algorithm. We chose a data rate of 40 Kbps and a packet length of 5 bytes ($R = 40$). The algorithm looks at the energy of the entire packet ($L = 40$). The chipping rate is 2 MHz ($m = 50$) and the sampling rate is 64 MHz ($n = 32$).

The transmitter continuously transmits packets with a zero time interval between packets. In order to prove that our algorithm works at lower signal strength, we conducted our test over a wireless channel with an input signal of $-110$ dBm measured at the antenna output of the receiver.

C. Results

We examined the output of the algorithm using the ChipScope Pro software from Xilinx, which provides an on-chip debug and real-time logic analysis environment. We looked at the output of the algorithm, proportional to $D_{abs}(t)$, at random intervals of time for a duration of 4096 sampling cycles. The plot of the output is shown in Figure 7. The highest peak is at 181 units. The second highest peak which could be attributed to a multi-path component is around 110 units and also repeats every 1600 sampling cycles. We observed peaks repeating every 1600 sampling cycles ($n \times m = 32 \times 50 = 1600$) which, as expected, is equal to one bit period.

The transmitter continuously transmits packets with a zero time interval between packets. In order to prove that our algorithm works at lower signal strength, we conducted our test over a wireless channel with an input signal of $-110$ dBm measured at the antenna output of the receiver.

C. Results

We examined the output of the algorithm using the ChipScope Pro software from Xilinx, which provides an on-chip debug and real-time logic analysis environment. We looked at the output of the algorithm, proportional to $D_{abs}(t)$, at random intervals of time for a duration of 4096 sampling cycles. The plot of the output is shown in Figure 7. The highest peak is at 181 units. The second highest peak which could be attributed to a multi-path component is around 110 units and also repeats every 1600 sampling cycles. We observed peaks repeating every 1600 sampling cycles ($n \times m = 32 \times 50 = 1600$) which, as expected, is equal to one bit period.

VII. CONCLUSIONS

A code acquisition algorithm for operation at low SINR has been presented. Offline analysis of captured packet trans-
missions proves that the algorithm works at low input signal levels. Finally, the algorithm is implemented on a prototype of a wireless node to show the feasibility of implementation in hardware and ability of the algorithm to detect packets with low signal strength.
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